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New public management and 
 the results agenda 

 

HOW TO MAKE A DIFFERENCE? 

 

• Origins UK, Australia and New Zealand 

• Adopted Clinton and Blair governments 

• Shifted focus from monitoring inputs (how much 
money we spend)… 

• to outcomes (families lifted out of poverty, women 
empowered, children protected from abuse etc.)  

 



  

The US experience with the results agenda 

Government 

Results and 

Performance 

Act, 1993 



  

Application by USAID 

• USAID: six strategic development goals 

• E.g. “broad-based economic growth and 
agricultural development encouraged” 

• For each goal defined outcome indicators at both 
country and global levels 

• E.g. “average annual growth rates in real per capita 
income above 1 per cent” 

 



  

• FY 2000 performance report states  that “nearly 70 
per cent of USAID-assisted countries were growing 
at positive rates in the second half of the 1990s, 
compared with 45 per cent in the early part of the 
decade” 

 
But: ‘one cannot 

reasonably 

attribute overall 

country progress 

to USAID 

programs’ 

 

GAO: ‘so broad and 

progress affected by many 

factors other than USAID 

programmes, [that] the 

indicators cannot 

realistically serve as 

measures of the agency’s 

specific efforts’ 



  

And so… 

USAID abandoned the use of strategic 
indicators as performance measures 
(retaining them as ‘Development 
Performance Benchmarks’) 

This does not mean should NOT do 
monitoring… but know what it can and 
cannot do 



  

There IS an 
important 
role for 
outcome 
monitoring 

 



  

 



  

• But it is not RESULTS.. Only impact evaluation can 
tell us what difference we made 

• Rigorous impact evaluation = experimental or valid 
non-experimental design which deals with 
selection bias 

• Slow recognition of role of rigorous impact 
evaluation and evidence synthesis 

• And challenge in using them in policy 

But it IS happening… 



  

What constitutes high 
quality evidence of 
impact? 



  

So what is credible evidence? 

… it depends 

The type of evidence you need 
depends on the type of question 
you are asking 

 

E.g. if you want to know if a 
programme is reaching its target 
population you want: 

Factual quantitative data on 
targeting errors 

Factual qualitative data on barriers 
and facilitators 

And if you want analysis of causal 
effects – the difference a programme 
makes – you need valid counterfactual 
evidence 



  

Credible vs incredible 

evidence: an example 



  

The seven piece study 

But these are observational data, 
which don’t control for selection bias 
(people who eat more than five 
portions a day are wealthy, educated, 
health fanatics) 

The five piece study 

This is a systematic review, using data from 
16 high-quality studies (observational data 
but analysis controls for confounders) 



  

The largest growth in RCTs has been in the private 
sector: small, rapid studies to improve performance 

DVD price experiment 

Up to US$15 difference for same product 

Reimbursed those who paid more, and now 
all pay lowest price even if order at higher 
price 

Maximizing 
click through 

Variations in home 
page layout.  

Impact evaluation 
takes one hour 

Mergers and Acquistions 

80% of M&A bad for bottom line 

Cisco tripled profits through 60 M&A 

Exploited heterogeneity 

Had data on 9,000 cases 

14 

Researchers working in 

partnership with private sector: 

 

• Product placement in super 

markets in low-income areas for 

healthy choices 

• Improving efficiency of water use 

in Atlanta 

• Front of pack nutrition labelling 

and healthy eating 

 



  

Impact evaluation: the bottom line for  
effective social programmes 

80% of businesses fail in first 
five years – do we really think 
public programmes are any 
better?  

But there is usually no bottom 
line for public programmes 

Impact evaluation is the bottom 
line.  

And here is what the bottom line says in 

developed countries: 

 

• Education: 90 interventions evaluated in 

RCTs by IES - 90% had weak or no positive 

effects. 

• Employment/training:  Department of Labor-

commissioned RCTs 75% weak or no 

positive effects 

• Business: Over 13,000 RCTs of new 

products/strategies conducted by Google 

and Microsoft, 80- 90% no significant 

effects.  

 

Without impact evaluation you can move the 

bottom line! 

 



  

Campbell systematic reviews confirm 
programmes in many areas ineffective 

• Teenage pregnancy 

• Curfews 

• Harsh regimes such as boot camps and scared 
straight…  Indeed prison no more effective than non-
custodial sentences 

• And many branded programmes such as Multi-
systemic therapy and nurse family partnership in UK 



  

Going to discuss 

• Institutionalization of production 
and use of evidence: experience 
from different countries 

• Opportunities for coordination in 
production 



  

Institutionalisation of the use of  
evidence: health 

The World Health Organization (WHO) follows a guideline 
development process, described in detail in the WHO 
Handbook for Guideline Development (2nd edition), 
overseen by the Guidelines Review Committee (GRC) 
established by the Director-General in 2007. The WHO 
Guidelines Review Committee ensures that WHO 
guidelines are of a high methodological quality, developed 
using a transparent and explicit process, and are 

informed on high quality systematic reviews of 

the evidence using state-of–the art systematic search 
strategies, synthesis, quality assessments and methods. 



  

UK Health: NIHR-NICE 

National Institutes Health Research (NIHR):  

• Provides infrastructure support to 21 Cochrane Groups 

• NIHR Cochrane Programme Grant Scheme funds reviews of 
relevance to NHS 

• NIHR Cochrane Incentive Awards to accelerate reviews 

National Institute for Clinical Excellence (NICE), Use 
systematic reviews for: 

• Guideline production 

• Eligibility for NHS resources 

 



  

UK: What Works Centres 

• Funded by government and 
Big Lottery 

• Commission reviews, largest 
also commission primary 
studies 

 

Funding > 500 trials in > ¼ 
primary schools in UK 

Evidence portal 

E.g. Pupil premium: in 2015 
64% used Teaching and 
Learning Toolkit compared to 
36% in 2012. But 77% use 
funds on programmes for all 
pupils 



  

Example of an 

evidence portal 



  

The Nordic model 

• Core funding to government 
research agencies to 
produce systematic reviews 

• Priorities agreed through 
annual consultation exercise 

• Evidence used for funding 
decisions and guidelines 

• Knowledge Centre for 
Education (Norway) e.g. 
school dropouts 

• SBU: scientific uncertainties 



  

Nordic model is example of evidence-driven 
project cycle 

Consult 
evidence 
base to 
inform 
design 

Formative 
testing in 

local context 

Pilot 
programme: 

Efficacy 
studies 

Go to scale 
with 

promising 
components: 
effectiveness 

studies 

Keep testing as 
roll out to new 
populations / 

contexts / design 
features 

Synthesize 
evidence 
across all 
studies 



  

The US model 

• History since early seventies 
(e.g. negative income tax) 

• What Works Clearing in 
education, labour, child 
services and justice 

• More recently ‘Moneyball 
for government’ 

 

• Moneyball  for gov 
programmes 

• Eg, Head Start, Nurse Family 
Partnership 

• But 

– Single studies 

– Possible COI 

 



  

Latin America: e.g. Coneval in Mexico 

• Central evaluation agency 

• Functions enshrined in law 

• Quality assurance role for evaluations of social programmes 

• Traffic light system relates to quality of M&E system not the results 

 



  

Different models around the world 

Nordic model UK model US model Latin American 

model 

Govt. funded research 

centres e.g. SFI, SBU 

and FHI 

 

What Works Centres 1. WWCHs 

2. Moneyball for 

Government 

Central government 

evaluation agencies 

Government funded Mixed funding (e.g. Big 

Lottery) 

 

1. Some govt. funding 

2. Foundation funding 

Government funded 

Systematic reviews, 

some adherence to 

Cochrane and Campbell 

standards 

 

Variety of evidence 

synthesis 

Often single study based 

(note conflict of interest) 

Oversee M&E framework 

for govt funded 

programmes 

Integrated into decision 

making (demand driven) 

Each WWC has to find 

its ‘pathway to policy 

influence’ 

1. Portals 

2. Advocacy model 

Promotes rigorous 

evidence and evidence-

based decisions 



  

With so many different efforts 
what are the opportunities for 
coordination? 



  

Types of coordination 

• Common standards and 
guidelines 

• Workplans: share, 
synchronize or integrate 

• Common evaluation 
frameworks or joint 
evaluations 

• Sharing findings 

• Joint support to synthesis 
studies 

• UK WWCs all have own 
evidence standards 
(exception is DAC and 
health through WHO) 

• Timing and mandate 

• Joint Swedish & Norwegian 
evaluation 

 

• Agencies like their cover on 
a report 

• Failure to support global 
public goods 



  

So many missed opportunities 

• Proper use of monitoring data 

• Use of systematic reviews 

• Testing of programmes 

• Coordination 

 

But they are opportunities so take them if 
you want to make a difference 



  

 

Thank you 

 

Visit www.campbellcollaboration.org 

 

Sign up for our newsletter 

http://www.campbellcollaboration.org/

